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Abstract
The deep neural network has been widely used in semantic segmentation, especially in
tumor image segmentation. The segmentation performance of traditional methods cannot
meet the high standard of clinical application. In this paper, we propose a new neural net-
work model called path aggregation U-Net (PAU-Net) model for brain tumor segmentation
with multi-modality magnetic resonance imaging (MRI). Specifically, we shorten the dis-
tance between output layers and deep features by bottom-up path aggregation encoder (PA),
reducing the introduction of noises. We present the enhanced decoder (ED) to reserve more
intact information. The efficient feature pyramid (EFP) is used to improve mask prediction
further, using fewer resources to complete the feature pyramid effect. Finally, experiments
in BraTS2017 and BraTS2018 datasets are performed. The results show that the proposed
method outperforms state-of-the-art methods.

Keywords Deep neural network · Brain tumor · Segmentation · Path aggregation U-Net ·
Multimodal MRI · Deep learning

1 Introduction

Harmful to human life and health, brain tumor [4] needs to be diagnosed by more accurate
and efficient methods. The semantic segmentation algorithm based on deep learning has
gradually become the mainstream method to tackle this disease. Multi-modality magnetic
resonance imaging (MRI) images are applied to segment specific lesion areas of the brain
tumor. The segmentation task of brain tumor needs to include multiple different lesion areas
and require multi-modality data for voxel classification. Single-modality data do not take
full advantage of modality correlations Bjoern H. Menze et al. [19] point out that different
modalities specialize in different segmentation tasks.
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Compared with natural images, medical images have fewer data samples and higher com-
plexity [26], i.e., large gray value range and complex boundary. Based on deep learning,
brain image registration [5], multimodal data analysis [29, 30] and brain function network
construction [27] have all improved. Among the numerous segmentation methods based on
convolutional neural networks, fully convolutional networks (FCN) [18] and U-Net [22]
stand out, which are very suitable for medical image segmentation.

The deconvolution layer was first used in FCN to implement segmentation. FCN can
take arbitrary scale images as input to solve the problem of repeated calculation of adjacent
pixels. Besides, FCN only uses one upsampling layer, so it does not introduce many noises.
However, the capacity of the decoder with only one upsampling layer is insufficient. It can
not fuse a large amount of useful information.

Therefore, U-Net was proposed to fuse more information to improve segmentation accu-
racy. This structure increases the spatial consistency by combining features of the same scale
between upsampling blocks and downsampling blocks. There are many variants of U-Net,
such as combinations with modules like ResNet [8, 20], DenseNet [9, 11, 23]. However,
excessive noises are introduced in multiple upsampling processes with deep structure. Also,
the decoder in U-Net, which is symmetric with the encoder, is insufficient to accommodate
features from the encoder and the features from the previous block of decoder. In addition,
U-Net cannot achieve the fusion of detailed information and spatial information.

Feature pyramid networks (FPN) [16], RefineNet [15] and Laplacian pyramid [6] use
feature pyramid structure [1] for object detection. HPU-Net [13] and FMNet [14] apply
the idea of multi-layer feature fusion to brain tumor segmentation, achieving outstanding
performance. However, the upsampling process needs too much graphic memory resources,
which is not conducive to segmentation when computing resources are limited.

Furthermore, the path aggregation network [17] is improved based on the FPN and the
structure of Mask R-CNN [7]. Firstly, the new bottom-up branches are added in the struc-
ture of the feature pyramid to reduce the loss of deep information. Also, adaptive feature
pooling is used to achieve feature fusion by operating the maximum pixel value of features
in each layer. Then, it combines the FCN with the fully connected layer. The idea of path
aggregation has important guiding significance for brain tumor segmentation. Nevertheless,
this approach still cannot tackle the problem of consuming too many computing resources.

In general, the image segmentation algorithms based on deep learning have been
improved in the field of medical imaging, while there are still three main problems. (1)
Excessive noises are introduced in multiple upsampling processes with deep structure. (2)
The capacity of the decoder is insufficient. (3) The feature pyramid upsampling process
needs too much graphic memory resources.

In this paper, we propose a path aggregation U-Net (PAU-Net) model to improve the
brain tumor segmentation performance. These three problems above have been solved by
using the following three structures. (1) The path aggregation encoder is employed to facil-
itate the dissemination of deep features and shorten the distance between deep features and
the output layer in the model. (2) The enhanced decoder is used to improve the perfor-
mance of the decoder compared with the traditional structure symmetric with encoder. (3)
The efficient feature pyramid is employed to connect multi-level features with less memory
resources and output the segmentation results.

The rest of this paper is organized as follows. Section 2 presents the proposed method,
including path aggregation encoder, enhanced decoder, and efficient feature pyramid.
Section 3 describes the datasets we use and the setup of the experiments. The experimen-
tal results are also provided in this section. Section 4 comprises the discussion. Finally,
Section 5 provides the conclusion of this paper.
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2 Materials andmethods

The network structure of the PAU-Net model is shown in Fig. 1. The model is composed
of four parts, namely encoder, enhanced decoder, path aggregation encoder, and efficient
feature pyramid. As shown in Fig. 1a, five downsampling blocks are set up in the encoder
to downsample the original image through the convolutional layer and pooling layer. In
Fig. 1b, the enhanced decoder with four upsampling blocks improves the traditional encoder
and increases the number of channels for the decoder. In a conventional U-Net, the number
of channels for the decoder is equal to the number of channels in the encoder. The channel
number same with encoder cannot accommodate features from encoder and features from
the previous block of decoder. Therefore, we use an enhanced decoder to accommodate
much more information. In Fig. 1c, path aggregation encoder contains three downsampling
blocks. In the feature extraction of the above two structures, the features in each layer
extracted by the encoder can only reach the final output layer after going through multi-
ple convolutional layers. Therefore, we propose a path aggregation encoder, which shortens
the distance of feature propagation and reflects the function of features in each layer more
directly. As shown in Fig. 1d, an efficient feature pyramid is employed to reduce the usage
of memory.

2.1 Encoder

In the encoder part, the training data are downsampled, and the context information is
extracted. The encoder consists of five downsampling blocks, the first four of which are
downsampling blocks, and the last one is a non-downsampling block. The downsampling
region consists of two convolutional layers and one downsampling layer. The kernel size
of the convolutional layer is 3, and the step size is 1. The last non-downsampling block
is the one that removes the pooling layer. Its convolution kernel number is 512. A batch
normalization [10] layer is added after each convolutional layer to remedy the vanishing
gradient problem. The features after batch normalization are activated by Rectified Linear
Unit (ReLU). When the data pass through the downsampling block, both the width and
height become 1/2 of the original scale. The output channel number of the encoder is 512.

Fig. 1 The structure of PAU-Net

22953Multimedia Tools and Applications (2021) 80:22951–22964



The width and height of output are 1/16 of the initial features. The implementation is shown
in Fig. 2.

2.2 Enhanced decoder (ED)

The enhanced decoder consists of four upsampling blocks; each block is composed of an
upsampling layer, a convolutional layer, a concatenate layer and two convolutional layers.
The upsampling layer adopts the interpolation algorithm. The concatenate layer connects
features of the same scale in the encoder part with features after upsampling and convolution
in the enhanced decoder. The size of the convolution kernels of the three convolutional
layers is 3, and the number of convolution kernels from the first to the fourth upsampling
block is 512, 512, 128 and 64, respectively. The asymmetric number of convolution kernels
is adopted to enhance the feature resolution of the decoder. After each convolutional layer,
a batch normalization layer and a ReLU activation layer are added. When the feature passes
through the upsampling area, both the width and height are doubled, and the output channel

Fig. 2 The implementation of
encoder in PAU-Net
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number of the final upsampling block is 64. The width and height of the output are the same
as the original scale. The implementation is shown in Fig. 3, and the calculation process is
as follows:

D (xi) = D (xi−1) ⊕ E (xi) . (1)

where D (xi) is output of the ith upsampling block in enhanced decoder. D (xi−1) is out-
put of the (i − 1)th upsampling block in enhanced decoder. E (xi) is output of the ith
downsampling block in encoder. ⊕ means concatenate operation. We regard D (x4) as
A (x4).

2.3 Path aggregation encoder (PA)

The path aggregation encoder contains three downsampling blocks. Each block consists of
a downsampling layer, a concatenate layer, and two convolution layers. In this case, the
convolutional layer with a step size of two is adopted for the downsampling process. The
concatenate layer connects the features of the same scale in the enhanced decoder with the
features in the path aggregation encoder. The size of the convolution kernel is 2 and 3. The
number of convolution kernels from the first to the third downsampling block is 128, 256,
and 512, respectively. A batch normalization layer follows each convolutional layer, and the
ReLU activation layer is used after the batch normalization layer. When the features pass
through the downsampling block, the width and height become 1/2 of the original scale. The

Fig. 3 The implementation of
enhanced decoder in PAU-Net
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training data pass through three path aggregation blocks in total. We also regard the input
A (x4) of the path aggregation encoder as one of the outputs of it. Therefore, we get four
features with the length and width of 1/1, 1/2, 1/4, and 1/8 of the original scale. The number
of channels is 64, 128, 256, and 512, respectively. These features are the output of path
aggregation encoder. The implementation is shown in Fig. 4, and the calculation process is
as follows:

A (xi) = A (xi+1) ⊕ D (xi) . (2)

where A (xi) is output of the ith downsampling block in path aggregation encoder. A (xi+1)

is output of the (i + 1)th downsampling block in path aggregation encoder.

2.4 Efficient feature pyramid (EFP)

In the efficient feature pyramid, we fuse the output features of different levels from the
path aggregation encoder. We firstly compress the channel number of the features to the
minimum value, which is 32. Then we upsample them to the original scale. After that, we
add them up in pixels and take them through the convolutional layer and the softmax layer.
If the features are directly up-sampled without channel compression, we call this a feature
pyramid (FP). Features with more channels in the FP will take up more storage space after
upsampling. The upsampling method is an interpolation algorithm. The convolutional layer
in the upsampling block follows the batch normalization layer and the ReLU layer. After
adding these pixel values, the output feature is activated by using the softmax function to get
the final result of segmentation. The implementation is shown in Fig. 5, and the calculation
process is as follows:

P(x) =
n∑

i=1

A (xi) . (3)

Fig. 4 The implementation of
path aggregation encoder in
PAU-Net
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Fig. 5 The implementation of efficient feature pyramid in PAU-Net

where P(x) is the output of an efficient feature pyramid.
The final output of the PAU-Net model is shown as follows:

H(x) = Sof tmax [P(x)]

= Sof tmax

[
n∑

i=1

A (xi)

]

= Sof tmax

[
n∑

i=1

[
A (xi+1) ⊕ D (xi)

]
]

= Sof tmax

[
n∑

i=1

[
A (xi+1) ⊕ D (xi−1) ⊕ E (xi)

]
]
. (4)

where H(x) is the output of the PAU-Net model.

3 Experiments

In this section, the proposed path aggregation U-Net model is evaluated on the brain
tumor segmentation 2017 dataset (BraTS2017) and brain tumor segmentation 2018 dataset
(BraTS2018) [19] [3] compared with FCNN [2] , VGG [24], DUNet [12].

3.1 Dataset and preprocessing

We use BraTS2018 and BraTS2017 datasets to evaluate the performance of the baseline
methods and our proposed method. Annotations comprise the GD-enhancing tumor (ET-
label 4), the peritumoral edema (ED-label 2), and the necrotic and non-enhancing tumor
core (NCR/NET-label 1). ET corresponds to Enhancing Tumor. ED corresponds to Whole
Tumor. NCR/NET corresponds to Tumor Core. The brain MRI data contain four modalities:
T1, T1c, T2, and Flair.

The boundary of the medical image is complex and the distribution of gray value is
unbalanced. Therefore, we need to leverage multi-modality features in MRI and preprocess
these images [29]. At first, the images of four modalities are normalized to adjust the gray
value distribution of MRI. Then the images of the four modalities are fused to form a four-
channel array as the final multi-modality array. Finally, the dataset is shuffled.
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Fig. 6 Dice on BraTS2017 dataset. VGG had the best performance in the baseline comparison experiments
in this paper, so VGG was used to compare with the three proposed methods. The three methods are better
than VGG in different tasks

3.2 Baseline system

In the comparison experiments, VGG applies VGGNet [25] structure on brain tumor seg-
mentation. DUNet is a method to deepen the model of U-Net, which is more effective than
the traditional U-Net segmentation method. DUNet may not converge in cross-validation,
therefore we use the convergence results to calculate the mean value in the experiments of
DUNet. FCNN uses the traditional fully convolutional neural network structure on brain
tumor segmentation.

The experiments are performed by a GTX-1080ti graphics card with 11G memory. Since
in the BraTS2017 dataset, the scale of brain image does not exceed 160×160. We resample
it from 240× 240 to 160× 160. Therefore, in the experiments with BraTS2017 dataset, the
batch size of all experiments is 16. However, in the experiment with the BraTS2018 dataset,
the data size is 240×240. Therefore, in FCNN, VGG, DUNet, PA+FP, and PA+FP+ED, the
batch is 8. The efficient feature pyramid is used to reduce resource usage in PA+EFP+ED.
Therefore, we can set the batch as twice of the comparison experiments as 16. We use Adam

Fig. 7 Dice on BraTS2018 dataset. After preprocessing, the size of each slice in BraTS2018 is more than
twice that of BraTS2017. The advantage of efficient feature pyramids in reducing features is evident when
the data size is large
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as an optimizer, and use categorical cross-entropy as the loss function. The epoch of each
comparison experiment is 70. The learning rate is defined as LR. Instead of setting the LR
as a fixed value, we adopt a piecewise function as follows:

LR =
{
0.003 − (0.003−0.00003)∗Epochs

24 0 � Epochs � 24,
0.00003 25 � Epochs � 70.

(5)

3.3 Results

We employ cross-validation to evaluate the performance of all methods. All the datasets are
divided into five parts, and four parts are selected as the training set, and the remained part
is the testing set.

Figures 6 and 7 show the dice results on BraTS2017 and BraTS2018 datasets. The influ-
ence of path aggregation encoder, enhanced decoder, and efficient feature pyramid on dice
is demonstrated respectively. It can be seen from Tables 1 and 2 that in the baseline experi-
ment of VGG, DUNet and FCNN, VGG has the best segmentation performance with DICE,
PPV and Sensitivity in WT, TC and ET. Therefore, in Figs. 6 and 7, we took the result
of VGG as the representative of the baseline experiment and compared it with PA+FP,
PA+FP+ED, PA+EFP+ED. The result of VGG is shown in the red curve. The results of
PA+FP, PA+FP+ED and PA+EFP+ED are represented by blue, yellow and green curves
respectively. In the curve chart, the dice value of our method is higher than VGG, which
proves that our method is more effective than state-of-the-art methods.

Table 1 shows the comparison experiment on the BraTS2018 dataset. Table 2 shows the
comparison experiment on the BraTS2017 dataset. In the above two datasets, our method is
better than state-of-the-art methods.

Both Tables 1 and 2 show that path aggregation encoder and enhanced decoder sig-
nificantly improve segmentation performance. The enhanced decoder is valid for the
segmentation of TC and ET. In Table 1, for the PA+FP and PA+FP+ED experiments, the
batch size is 8. This reaches the upper limit of a single GTX-1080Ti. Because the efficient
feature pyramid reduces the occupation of computing resources, we can expand the batch
to 16 for the PA+EFP+ED experiment. However, in Table 2, we adopt different data pre-
processing methods. The image is cropped to 160 × 160. This approach reduces the image

Table 1 Comparison with state-of-the-art methods on the testing set of BRATS2018 dataset

BraTS2018 VGG DUNet FCNN PA+FP PA+FP+ED PA+EFP+ED

Dice WT 0.8725 0.8563 0.8743 0.8796 0.8797 0.8827

TC 0.6876 0.6751 0.6674 0.7060 0.7044 0.7257

ET 0.6551 0.6002 0.6040 0.6518 0.6507 0.6738

PPV WT 0.9237 0.9214 0.9244 0.9258 0.9266 0.9320

TC 0.9214 0.9190 0.9210 0.9224 0.9238 0.9287

ET 0.9172 0.9139 0.9137 0.9189 0.9213 0.9205

Sen WT 0.9596 0.9540 0.9585 0.9604 0.9640 0.9654

TC 0.8286 0.8155 0.8285 0.8330 0.8394 0.8487

ET 0.6277 0.6102 0.6295 0.6333 0.6423 0.6628

PA+FP, PA+FP+ED, and PA+EFP+ED are our methods. The bold entries are the maximum value of the line.
The batch of PA+FP and PA+FP+ED both reach the upper limit of 8, while the batch of PA+EFP+ED can
reach the upper limit of 16. Under the same graphic memory condition, PA+EFP+ED performs better
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Table 2 Comparison with state-of-the-art methods on the testing set of BRATS2017 dataset

BraTS2017 VGG DUNet FCNN PA+FP PA+FP+ED PA+EFP+ED

Dice WT 0.9047 0.9000 0.9065 0.9157 0.9166 0.9154

TC 0.7014 0.7095 0.6619 0.7308 0.7473 0.7386

ET 0.6569 0.6357 0.5810 0.6751 0.6892 0.6742

PPV WT 0.9250 0.9241 0.9237 0.9282 0.9291 0.9284

TC 0.9223 0.9206 0.9204 0.9250 0.9256 0.9248

ET 0.9182 0.9147 0.9149 0.9220 0.9208 0.9206

Sen WT 0.9608 0.9583 0.9581 0.9634 0.9637 0.9632

TC 0.8322 0.8281 0.8271 0.8408 0.8424 0.8408

ET 0.6326 0.6318 0.6254 0.6447 0.6487 0.6455

PA+FP, PA+FP+ED, and PA+EFP+ED are our methods. The bold entries are the maximum value of the line.
When the batch is large enough, the efficient feature pyramid is not needed to increase the batch. At this
point, the batch size for all experiments is 16. Therefore, the performance of the feature pyramid is better
than that of the efficient feature pyramid. Under the same batch size condition, PA+FP+ED performs better

size by almost half compared to BraTS2018 dataset. Therefore, the batch sizes of PA+FP,
PA+FP+ED and PA+EFP+ED were all raised to 16. This indicates that when the batch is
large enough, the efficient feature pyramid is not needed to increase the batch, and the
performance of the feature pyramid is better than that of the efficient feature pyramid.

4 Discussion

In MRI images, the region size of normal tissue is much larger than that of tumor lesions.
Therefore, this classification is an unbalanced problem. The deep neural networks are used
to mine deeper and more representative features, and the path aggregation encoder is used

Fig. 8 The comparison of the intermediate features of whether there is a path aggregation encoder or not
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Fig. 9 The comparison of the intermediate features of whether we use enhancing decoder or use common
decoder

to promote the propagation of these deep features. We solve the problem of unbalanced
classification by increasing the importance of deep features.

It can be seen that in Fig. 8, features without PA were randomly extracted from D(x3)

which is illustrated in Fig. 3. Features with PA were randomly extracted from A(x3) which
is illustrated in Fig. 4. The boundary contour of feature maps without path aggregation
encoder is fuzzy. After adding the path aggregation encoder, the extracted features are
closer to the ground truth. The concatenate layers in the structure without path aggregation
encoder can connect these features in the middle of the network. However, these features
cannot be directly connected with the final layer. Path aggregation encoder can facilitate the
dissemination of these features and shorten their propagation distance.

In the traditional U-Net, the encoder and decoder have the same number of channels.
Common decoders cannot accommodate features from the same layer of the encoder and
features from the previous layer of the decoder. In Fig. 9, features in ED were randomly
extracted from D(x3) which is illustrated in Fig. 3. Features in Decoder were randomly
extracted from the location of D(x3) in the common decoder. The location of the features
taken from the common decoder and the enhanced decoder are the same. The features in

Table 3 he size of BraTS2018 data is large after preprocessing, so an efficient feature pyramid structure is
needed to reduce the size of features

BraTS2018 NVIDIA1018ti PA+FP PA+FP+ED PA+EFP+ED

Max batch size 8 8 16

Total params 9,593,124 24,640,004 24,637,956

Trainable params 9,584,292 24,625,540 24,624,516

Non-trainable params 8,832 14,464 13,440

This table illustrates the differences of parameters and maximum batch size between the efficient feature
pyramid and the feature pyramid
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Fig. 10 Segmentation results on BraTS2017 dataset. PA+FP, PA+FP+ED, and PA+EFP+ED are our methods

(common) decoder are ambiguous and not smooth. The features in the enhanced decoder
are closer to the ground truth and the information is richer.

E-Net [21] and ICNet [28] point out that efficiency can be improved in three ways:
reducing the input resolution, reducing the downsampling, and compressing the network
model. The size of BraTS2018 data is large after preprocessing, so an efficient feature pyra-
mid structure is needed to reduce the size of features. Table 3 illustrates the differences of
parameters and maximum batch size between the efficient feature pyramid and the feature
pyramid. It can be seen that the batch size can be enlarged after using the efficient feature
pyramid.

Fig. 11 Segmentation results on BraTS2018 dataset. PA+FP, PA+FP+ED, and PA+EFP+ED are our methods
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In the segmentation result, the green area is whole tumor, the yellow area is tumor core,
the blue area is enhancing tumor and the purple area is background. In Fig. 10, the enhancing
tumor areas are marked in blue, which are unevenly distributed, and their areas are small. It
can be seen that for the segmentation of the blue area, the segmentation result of our method
is closer to the ground truth than that of the state-of-the-art methods. In Fig. 11, the green
mask is the edema area. At the bottom of the entire image of the tumor, there is a tiny area
of edema, like a scatter point. It can be seen that the state-of-the-art methods can hardly
divide these scattered points. Our proposed method can segment these scattered points. The
segmentation results are very close to the ground truth.

5 Conclusion

In this paper, we propose a path aggregation U-Net for brain tumor segmentation. The inno-
vation lies in the following three aspects. Above all, path aggregation encoder facilitates
the dissemination of deep information, shortening the distance between deep layers and
the output layer in the network. Furthermore, an enhanced decoder is proposed to employ
more channels corresponding to the accommodation requirements. Then, an efficient fea-
ture pyramid is proposed to use a small number of memory resources to connect multi-level
features and output the segmentation results. In the future, we will enhance our frame-
work for merging multiple relevant components and try to investigate the problem of weak
supervision.
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